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Turbulence governs Fusion plasma performance éRfVVl

magnetic toroidal geometry (r, 6, ¢)

Symmetry
<[> axis
Magnetic T Magnetic
field lines ¢ iy,
k % =
A - y
= = -/ Poloidal
» lasma current "
Toroidal field cross section
Ro a

m Certainty: Turbulence limit the maximal value reachable for nand T

w Generate loss of heat and particles
w N, Confinement properties of the magnetic configuration

m Subject of utmost importance = optimizing experiments like ITER and
future reactors.
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Gyrokinetic theory:

m |arge phase space reduction 6D to 5D éRfm

Kinetic theory: = 6D distribution function of particles
(3D in space and 3D in velocity) Fs(r, 0, ¢, v, v, a)

m Fusion plasma turbulence is low frequency:
W ~ 10°87" < wg ~ 108s7"

m Phase space reduction: fast gyro-motion is averaged out

m  Adiabatic invariant: magnetic momentum p = mgv2/(2B)
- Velocity drifts of guiding centers

@ Large reduction memory/CPU time

@ Complexity of the system

Gyrokinetic theory: = 5D distribution function of guiding-centers

Fs(r, 0,9, vg), 1) where p plays parameter role
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Cea  Gyrokinetic codes require state-of-the-art HPC  [rfin

m GK codes require state-of-the-art HPC techniques and must run efficiently on
more than thousands processors.

> non-linear 5D simulations
> multi-scale problem in space and time
> time: At~ ]/_1 ~ 10_63 — lsimul = few e ~ 108

> space: p; — machine size a -

+ =30 years

JET - v p,, ITER = 1/512
conmsnc? ‘ v Number grid points ~ (p.)™®
H
o o2 Up» Huge mesh for global simulations

Virginie GRANDGIRARD % NumKin Workshop # 3rd September 2013 4



GYSELA: 5D gyrokinetic global full-f code

m Self-organisation & Turbulence control éRfm

There exist around ten 5D gyrokinetic codes for plasma fusion in the world.

m Various numerical schemes:

> Lagrangian (PIC), Eulerian or Semi-Lagrangian

m Various simplifications:

> of codes: scale separation between equilibrium and perturbation.
> Flux-tube codes = the domain considered is a vicinity of a magnetic field
line.

> Fixed gradient boundary conditions.
> Collisionless.

= A new generation of global full-f gyrokinetic codes is being developed with
collisions and flux-driven boundary conditions.

> GYSELA (GYrokinetic SEmi-LAgrangian code) is one of them

GYSELA is a 5D non-linear gyrokinetic code used to study ion
turbulence (self-organisation & control) in Tokamak plasmas.
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@ GYSELA code
® What challenges for Exascale ?

® What challenges in terms of numeric ?

» Modifications of the numerical scheme to improve mass and energy
conservation.
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GYSELA schematic view

mesh e
(equidistant in (r,6,9)) bt —

Magnetic
surfaces

magnetic configuration
(simplified circular concentric)

Poloidal
cross section

a current

Ro a
5

Toroidal field

5D Vlasov solver for D + W
(semi-lagrangian scheme)

‘ adiabatic electrons ‘

. JFs dxe 9 (dvg ~ _ ~
B2+ v (TR + avgu( DL ) = CUF) + § + Ko (F2) + Daa(Fo)

with the equations of motion:

" diXg = vg B+ b X VA —
Bis J, = gyroaverage

Bjsmsthve) = -B" " (Padé approximation)

where B* = B + (msvg/e)Vxband A = ey + uB ;

‘SD Poisson solver  (Finite Differences in r + Fourier in (e,(p))‘

Te ¢ - () ——ZZSVL (nsc{]Vl(J) L Zzstn'(ﬁ57F-s,cq)d3v
eq Mgy 45

Virginie GRANDGIRARD # NumKin Workshop # 3rd September 2013 7



Based on a Backward Semi-Lagrangian (BSL)

scheme ;;}Rfm

= GYSELA is based on a Backward Semi-Lagrangian scheme (BSL)
= Solve advective form of Vlasov equation :

of of .., dx df
— +Uu(x)=— =0with —— =u(x) = — =0
ot ( )8x dt (x) dt
equati - tHAL
Vlasov equation
v
f constant along the
trajectories s >
:
FX, oo t+AD) = FOX51)
3 Tt
cubic spline interpolation
f known on the mesh

[Sonnendriicker, JOCP 1999]

m Cubic splines: A good compromise between accuracy and simplicity but their
global character increase the parallelisation complexity
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_..

m Parallel decomposition example for Nproc_r = 3, Nproc_0 = 4, Nproc_u1 = 8

GYSELA: Parallelisation description
m» \/|asov solver + Poisson solver

species 1 : Fs1(r,6,9,v||,1)

species 2 : Fs2(r,0,,v||,1)

| mu0 I~ mu7 | || mu0 |- > mu7 |
ro ™r1 rNx-1™ INx| ro ™r1 rNx-1® INx| ro ™ri rNx-1» INx| ro ™ri rNx-1» INx
9'0 Po - P2 P12 ... P14 Po - P2 P12 ... P14
01
ONy-1
v P9 P11 P21 ...| P23 P9 P11 P21 ... P23
ONy
[o==vi==]| [|o=*.viI=* [o=>vl==]| |[o=*.viI=*]
™ Vlasov solver Vlasov solver Vlasov solver Vlasov solver

. 4
fdvllFSI

Y
[dV"FSl

fd#/dV||Fsl
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Y
/dV||F32
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GYSELA: Parallelisation description

w» \|asov solver + Poisson solver

m Parallel decomposition example for Nproc_r = 3, Nproc_0 = 4, Nproc_u1 = 8

species 1 : Fsi(r,6,9,v||,1)

species 2 : Fs2(r,6,9,v||,1)

[ muo |- mu? | || muo |- >t mu? |
rO »r1 INx-1 1O T INX-1W “NX o w1 e 1 rO Il INx-1P 'le
N
evo P12 ... P
01
ONy-1
o 'y P21
Ny
o s
&
= N—
—> sQ‘ov solver sQasov solver stov solver
00 Y C“O Y 0° Y
ClV”FSI dV"F31 /dV||F32

fdﬂde||F31
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GYSELA: Parallelisation description

w» \|asov solver + Poisson solver

m Parallel decomposition example for Nproc_r = 3, Nproc_0 = 4, Nproc_u1 = 8

species 1 : Fs1(r,0,9,v||,1) species 2 : Fs2(r,0,9,V||,1)
[ muo |- mu? | || muo |- >t mu? |
ro ™ri rNx-1l ro ®™r1 rNx-1m “Nx| ro ™ri rNx-1mr’ 'Yl ro ™ri rNx-1m 'NXI
N
evo P12 ... P
01
ONy-
eva ! P21
Ny
[o-4 [£
¢ N,
<
= N———
—> sQ‘ov solver sQasov solver stov solver
00 Y C“O Y 0° Y
ClV”FSI dV"F31 /dV||F32

MPI expensive communication (with all processors)

j d,uj dv) Fy, j d;,zj dv) £y,

- V3_<D+n (@ = {®)ps) = Z /dﬂfdv||Fs Poisson solver — &(r, 6, )
e
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GYSELA: Parallelisation description

w» \|asov solver + Poisson solver

m Parallel decomposition example for Nproc_r = 3, Nproc_0 = 4, Nproc_u1 = 8

species 1 : Fsi(r,6,9,v||,1) species 2 : Fs2(r,6,9,v||,1)
[ muo |- mu? | || muo |- >t mu? |
ro ™ri rNx-1l ro ®™r1 rNx-1m “Nx| ro ®™ri rNx-1mr’ 'YI ro ™ri rNx-1m 'NXI
6o Q\t Q\; >
] P12 - PO - P P12 .. rg
01 '? @' @'
Q& Q : &
ON 2 ) 5
y-1 £ £ S
v P21 (o\ P23 P9 N 21 P21 S P23
ONy § éa g)
[0 [ =] [[e:&a="] |[oLvi="]
= §— B¢ §
— sQon solver sqas v solver stov solver SQ sov solver
00 Y C“O Y 0° Y 0° Y
/dvllFSI /dV"FSl dV”FSQ dV"fWE2

MPI expensive communication (with all processors)
j dp j v Fy j dp j dvyFy,
, Dedicated parallel poisson solver
[ Vi®+s(D — (P)ys) = L/ dﬂj dyFs  poisson solver —» &(r, 6, )
S
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C22 Atypical run: several restarts

e typical GYSELA run

Nb iterations x

one iteration
(described before)

.

Saving of
restart files

(Fs 5D)

—>

Automatic
new submission
on HPC

simulation of ~ 12-13 hours

Calibration of the number of iterations : ~ 200-1000 iterations

~ 30-100 restarts

Several days (~ 5-30 days) on more than thousands cores (~ 2000-32000 cores)
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A typical run: several restarts

One typical GYSELA run

T Saving of Automatic
Nb iterations x (dzzgiblej'z:f:::e) —»| restartfiles ||—% e\ submission
(Fs 5D) on HPC

simulation of ~ 12-13 hours
Calibration of the number of iterations : ~ 200-1000 iterations

~ 30-100 restarts

Several days (~ 5-30 days) on more than thousands cores (~ 2000-32000 cores)

m Example of simulation in progress [working group Comp. Simu/Exp. with LPP:

>

>

>

>

p. = 1/300 for a quarter of torus, ~ O. Gurcan, P. Hennequin, P. Morel, L.Vermare]
mesh of 86 billion of points = (N, Ng, Ny, N,) = (512,512,128, 128, 20)

restart files: ~ 1.3 TBytes = 2 x (320 files of 2 GB)

run on 5120 cores = (Nproc, = 4, Nproc, = 4, Nprocy = 20, Nbypreaq = 16)
47000 iterations already performed (1.5 million of Q. time ~ 14.4 ms)

performed on IFERC machine (Rokkasho-Japan) during ~ 38 days

4.8 millions of mono-processor hours [G. Dif-Pradalier et al., TTF 2013]
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Cea  GYSELA Flux-driven simulations

= Generation & transport of toroidal rotation /
Role of turbulence & boundary conditions
> [J. Abiteboul et al., PPCF 2013]

Snapshots of non-axisymmetric
electric potential fluctuations

During Relaxa‘jlgn Event

= Transport barrier relaxations with E, shear
> [A. Strugarek et al., PPCF 2013]

> [A. Strugarek et al., PRL submitted]
> [Y. Sarazin, V. Grandgirard and A. Strugarek,

La Recherche, nov. 2012]

= Interaction energetic particles & turbulence
via EGAMs
> [D. Zarzoso et al., PRL 2013]

m Comparison with experiments
> [invited G. Dif-Pradalier , TTF 2013]
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Cea  GYSELA Flux-driven simulations

= Generation & transport of toroidal rotation /
Role of turbulence & boundary conditions Smapshote of ] i
. napshots of non-axisymmetric
> [J' Abiteboul et al., PPCF 2013] electric potential fluctuations

® N=9instead N = 18 for ripple effects During Relaxation Event

= Transport barrier relaxations with E, shear
> [A. Strugarek et al., PPCF 2013]

> [A. Strugarek et al., PRL submitted]
> [Y. Sarazin, V. Grandgirard and A. Strugarek,

La Recherche, nov. 2012]
® Reduced p. = pi/a: 1/150 instead of 1/500

= Interaction energetic particles & turbulence
via EGAMs
> [D. Zarzoso et al., PRL 2013]

® Not possible to treat very energetic particles

m Comparison with experiments
> [invited G. Dif-Pradalier , TTF 2013]
Several 7 times not accessible
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Mathematics & Computer sciences supporting

Physics

= Work in progress with physicists: (Not discussed here)

- Energetic particles [J.B Girardo (PhD)]

- Transport of impurities  [D. Esteve (PhD)]

- Spectral transfers [Y. Dong (PhD-LPP)]

- Trapped electrons [T. Cartier-Michaud (PhD)]

[F. Palermo (Post-Doc ANR GYPSI)]

U

m Objectives: Always more physics to be closer and closer to experimental
parameters
w parallel optimisation of the code and development of new numerical
schemes are crucial.
m Numerical schemes are constrained by parallelisation and vice versa
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@ GYSELA code
® What challenges for Exascale ?

® What challenges in terms of numeric ?

» Modifications of the numerical scheme to improve mass and energy
conservation.
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ITER-type simulation for an energy confinement

CQ_a time unreacheable = Exascale Needs

w GYSELA is already using currently Petascale machine (~ 50 million hours/year)
® Compromise machine size & simulation up to energy confinement time must be
found

B GYSELA simulation close to ITER-like parameters : 272 billions of points
B Longest time simulation: 108/Q. ~ 1/2 energy confinement time

Number of

Number of
points Time /Qc Nué?)?eesr of days
(e*=p/a) of simulation
Gd Challenge 272 billions
CINES 2010  (p*=1/512) 147 840 8192 31
33 billions
678 510 16384 15
Gd Challenge ~ (P*=1/150)
CURIE 2012
=> Adding of Tritium 32768 4
Comparison
with 87 billions
experiment  (p*=1/512) 1000 000 5520 23

(in progress)

w GYSELA will require Exascale machine for realistic kinetic electrons

B With electrons: pions/pelec = 60 ™ mesh size x60° and time step/60 !!!
Virginie GRANDGIRARD # NumKin Workshop # 3rd September 2013 14



Some exascale bottlenecks for GYSELA éRfm

Increase of number of cores = Hardware/Software failures more frequent
m Post-Doc ANR-Nufuse G8@Exascale: O. Thomine (oct 2011-oct 2013)
< Fault tolerance improvement
< Non-blocking writing of restart files [O. Thomine et al., ESAIM proceedings 2013]

BlueGene Architecture fits some of the foreseen requirements for Exascale

m Post-Doc MDS/PRACE: J. Bigot (july 2012-july 2014)
< Adapting the code for BlueGene architecture
[J. Bigot, F. Rozar al., ESAIM proceedings 2013]

Memory reduction per nodes:

m PhD Maison De la Simulation / IRFM: F. Rozar (dec 2012-dec 2015)
— Development of dedicated tools for memory scalability
[F. Rozar et al., accepted to PPAM2013]

Big data ~ Several hundred TBytes: Question of transfer, storage, visualisation

— HLST support (IPP Garching) for data compression and parallel writting
— CINES team (long time storage)
— Visualisation with SDvision (IRFU/DSM)
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Some exascale bottlenecks for GYSELA éRfm

Increase of number of cores = Hardware/Software failures more frequent

w Post-Doc ANR-Nufuse G8@Exascale: O. Thomine (oct 2011-oct 2013)
< Fault tolerance improvement
< Non-blocking writing of restart files [O. Thomine et al., ESAIM proceedings 2013]

BlueGene Architecture fits some of the foreseen requirements for Exascale

w Post-Doc MDS/PRACE: J. Bigot (july 2012-july 2014)
— Adapting the code for BlueGene architecture
[J. Bigot, F. Rozar al., ESAIM proceedings 2013]

Memory reduction per nodes:
w PhD Maison De la Simulation / IRFM: F. Rozar (dec 2012-dec 2015)

— Development of dedicated tools to improve memory scalability
[F. Rozar et al., accepted to PPAM2013]

Big data ~ Several hundred TBytes: Question of transfer, storage, visualisation

< HLST support (IPP Garching) for data compression and parallel writting
— CINES team (long time storage)
— Visualisation with SDvision (IRFU/DSM)
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GYSELA: On the road towards Exascale
m \Weak scaling: 91% on 458 752 cores

m Strong efforts of parallelisation since 2009

éRfm

® Maximum of Gd Challenge opportunities taken to improve GYSELA efficiency

Relative efficiency

Number of
cores
Strong scaling Weak scaling
Gd Challenge
CINES (march 2010) e B2 alilelz
Gd Challenge 91% 61% 65 536

CURIE (march 2012)
Porting on Blue Gene Architecture => Communication schemes rewritten

Gd Challenge
TURING (january 2013)

Access to totality of
JUQUEEN (may 2013)

92 % 61 % 65 536

91 % 458 752

x56

— Weak scaling: Relative efficiency of 91% on 458 752 cores on the totality of the

biggest european machine

Virginie GRANDGIRARD # NumKin Workshop #
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WEAK scaling: (on JUQUEEN - Juelich)

C22  Relative efficiency of 91% on 458 752 cores drfim

m Parallel communication schemes completely rewritten
m Tests performed on the totality of JUQUEEN/Blue Gene machine (Juelich)
Execution time, one Gysela (Weak Scaling - Juqueen)  Relative efficiency, one run (Weak scaling - Juqueen)

120
4-4 Vlasov solver
180 *-+ Field solver
+-+ Derivatives computation 100
150 =-= Diagnostics
*xx Total for one run 80
—
120 g
60
90
60 7 O G O eI T Aceinans A 40 |[a-a V]&N&)NG'
oo Field solver
20 +-¢ Derivatives computation
O e P Ty T F T T rTE e S T T S POt =-= Diagnostics
WESBHE FTHEEETETE SEHEREREE R
pctisiih s % Total for onerun
0 0
64 128 192 256 320 384 448 64 128 192 256 320 384 448
Nb. of Kcores (x 1000) Nb. of Kcores (x 1000)

m  Weak scaling: Relative efficiency of 91% on 458 752 cores .

> PRACE preparatory access (April 2012 - Nov 2012): 250 000 hours
> ANR G8-Exascale via P. Gibbon (JSC, Juelich, Germany).
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Cea Improvement of memory consumption

B GYSELA is global = Huge meshes ™ Constrained by memory per node

m Development of the MTM library in progress (Modelization & Tracing Memory
consumption)
> Identification of memory peak
> Prediction of memory required before submit = Avoid memory exhaust

-

e e T -
g g P G

- e

Before optimisation  After optimisation

B Static to dynamic memory alloc. + improvement of algorithms

m Gain of factor 50% on 32k cores [F. Rozar et al., accepted to PPAM2013]
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C2a Lossy Compression for Huge 3D Data (LHCD) éRfVVl

B Problem of memory and time scalability for GYSELA 3D diagnostics
m Development of the LCHD library performed by HLST-IPP Garching
> 6 months project - S. Espinoza & M. Haefele [S. Espinoza, HLST Report 2013]

> Fast multi-file multi-variable exportation
> Lossless and lossy 3D data compression

GYSELA prototype (example3D.F90)

@

.é " W+ Multifile exportation mfdiag.c _4‘_/

b X + In situ lossy 50% § X

g ll?iii?ii. WSl compression (double to Mutifils MPY exportation;

= loal)

H Post-processing step In Situ

K HDFsmasnavMe% Ij I:bEm.ary/HDFS %[b BinaryHDF5

(just atrbutes) (double) (simple)
mfgath.py
ve . Campmsslt)m (post- silcomp.c
processing) .
Post . Mumneg;menng T ET

2 | | Post processing comprosson_No compressio (insiu) + LOSSLESS: Repeated patten (zlib)

= v LOSSY:

% HDFSmaslevmeg i(slmp\e/ HOFS file | HDFS file o Wavelets (double prec)
(just atiributes) noub\e) (double) ! (simple) 1. High freq (noise) removal
¥ Archiving ¥ Archiving 2. Threshold
X Postprocessin ' v Postprocessing o _Precision

mfconvert.py
- Compression/ decompressior
« File type conversion

% /O bandwidth x26 with parallel efficiency of 95% from 256 to 1280 cores
% Lossless: 8% compression;

% Lossy: from 50% to 70% achieved without altering physics
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@ GYSELA code
® What challenges for Exascale ?

® What challenges in terms of numeric ?

» Modifications of the numerical scheme to improve mass and energy
conservation.
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Numerical work in progress

for WEST/ITER magnetic configurations

mesh
(equidistant in (r,8,¢)) Ted ocs

magnetic configuration
(simplified circular concentric)

Toroidal field

éRfm

Symmetry

Z > axis
D Magnetic
® 4 surfaces

> / Poloidal
a current g ‘cross section
a

Ro o

‘ adiabatic electrons ‘

5D Vlasov solver for D + W
(semi-lagrangian scheme)

JFs dXe . = J
Bis ot a (?BHS s) dvg \ at IsE

with the equations of motion:
" diXg = vg B+ b X VA —
J, = gyroaverage

HS

Bjsmsd;vg = -B" - VA

where B" = B + (msvg /e)V xband A = edyp + uB ;

(dVG‘| - F. ) =C(F:) + S + Koutt(Fe) + Dour(Fs)

(Padé approximation)

‘3D Poisson solver  (Finite Differences in r + Fourier in (8,0)) ‘

n
o () ——ZZSVL ( SCqVL(J

e
Te £q

EzsfdD Fo - Focg) v
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Numerical work in progress

CQ_a for WEST/ITER magnetic configurations

GYSELA poloidal NURBS or Bezier mapping
cross-section .
p %{b ) - complex shapes accessibles

— - avoid the hole in the center

Joined effort with JOREK
A. Ratnani (Post-Doc/ANR ANEMOS) D-shape allgned toB

5D Vlasov solver for D + W

: X \ adiabatic electrons
(semi-lagrangian scheme)

B;

Is"at dt et ®
with the equations of motion: ’
and,xc =vgB + gb X VA

JF; dXa . £ d [dvg E E £
v (BepF ) 9VGH( 01, F.) = GF) + 8 + HuuelFo) + Do (F)

J, = gyroaverage
(Padé approximation)

Hsmsd,vau -B"- VA

where B* = B + (msvg /e)Vxband A = edy + uB ;

‘3D Poisson solver  (Finite Differences in r + Fourier in (8,¢)) ‘

Tiq ((‘J)f((;)))fni%z zv, (22 EV.4) = Zzs f = Fuu
! s
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Numerical work in progress

CZa  for WEST/ITER magnetic configurations éRfm

GYSELA poloidal NURBS or Bezier mapping
cross-section

- complex shapes accessibles
— - avoid the hole in the center

Joined effort with JOREK i

A. Ratnani (Post-Doc/ANR ANEMOS) D-shape  aligned to B

5D Vlasov solver for D + W| -, [adiabatic electrons
(semi-lagrangian scheme)

B;

Is gt dt ar st e

with the equations of motion:

dXG o, = ) J (dVGu

JF . . -
S 4V- —=B Fc B Fo| = C(Fs) + S + Kouee(Fs) + Douse(Fs)
Il HVG”

I‘sd,x(; =vg B + b X VA

J, = gyroaverage

Bjsmsdivo) = -B" - " (Padé approximation)
where B* = B + (msvg /e)V xband A = ey + uB ;

Development of a Poisson solver in generalized coordinates

- collaboration with INRIA :  ADT SELALIB
+ A. Back (Post-Doc / ANR GYPSI marseille)
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Numerical work in progress ;
éRfVVl

for WEST/ITER magnetic configurations

GYSELA poloidal NURBS or Bezier mapping
cross-section .
oy - complex shapes accessibles
— - avoid the hole in the center

Joined effort with JOREK e
A. Ratnani (Post-Doc/ANR ANEMOS) D-shape  aligned to B

Development of a Vlasov solver on NURBS multipatchs

- collaboration with IPP Garching : E. Sonnendriicker team
L. Mendoza (PhD IPP- IRFM joint supervision)

- collaboration with Strasbourg university : M. Mehrenberger

+ A. Back (Post-Doc / ANR GYPSI marseille)

Development of a Poisson solver in generalized coordinates

- collaboration with INRIA :  ADT SELALIB
+ A. Back (Post-Doc / ANR GYPSI marseille)

Virginie GRANDGIRARD % NumKin Workshop # 3rd September 2013

21



GYSELA - 5D Boltzmann equation

= Time evolution of gyrocenter distribution function for s species Fs(r, 0, ¢, v, 1)
governed by 5D gyrokinetic Fokker-Planck equation:
[Brizard & Hahm, Rev.Mod.Phys. 2007]

2

B (N_'_s V. (dXG
aV Gl

av, _ - _
RerR A Geet1 F) ( —B F) C(Fs) + S + Kiuir(Fs) + Dousr(Fs)
with the equations of motion:

B” dixg = VG||B + - b X VA
B”msd,vGH =-B"- V/\

where
» B'=B + (msvg/e)V xbwithb =B/B
» B* = B* - b volume element in guiding-center velocity space
A= yB +e J()(P

~——

¢(xg): 3D electric potential
Jo: gyroaverage operator — Padé approximation
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GYSELA - 5D Boltzmann equation

= Time evolution of gyrocenter distribution function for s species Fs(r, 0, ¢, v, 1)
governed by 5D gyrokinetic Fokker-Planck equation:
[Brizard & Hahm, Rev.Mod.Phys. 2007]

B §F_S V. ( dXxg

J (d . - _
Il at dt BﬁFs)"’ ( VG”BF) (Fs)+8+7(buff(F)+Dbuff(F)

aVG” at

m Operators in velocity space: 0K remaisource sy |
» C(Fs) = collision operator 08 | i T Do o | 12
. S ! i z
» S = additional sources S 06 ! i S
g i. 1o B
m Operators in buffer regions so04q | inital T .
_ < i ; -
> Kuuit(Fs) = Krook operator 02 P
_ d i —os8
> Dyu(Fs) = radial diffusion term 0.0 JUHN. onpnemeyenmngnee, V)

02 03 04 05 06 07 08
Normalized radius r/a
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= Time evolution of gyrocenter distribution function for s species Fs(r, 0, ¢, v, i)
governed by 5D gyrokinetic Fokker-Planck equation:

g F

Ernas (dXGB* ) J (d —ClpF ) C(F2) + S + Koui(Fs) + Douse(Fs)

at aVG” at

with the equations of motion:
B” dixg = VG”B* + - b X VA

Bymsdive = -B’ -V/\

where B* = B + (msvg /e)Vxband A = edyp + uB ;

m Self-consistency ensured by a 3D quasi-neutrality equation:

e 1 _
DI R R S ER A
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C2A  Actual time-splitting for Viasov (V)

= A time-splitting of Strang is applied to the Vlasov equation:

g Ly (deBF) J (dVG”BF) 0

I ot at aVGH at I
= Let us define three operators (with Xg = (r, 0))
. aF' . dXg iy
B G2 +V-(BuSgiF) =0 (%) 20
. 31_-'3 2 (.. dp- .
e 8<p (BHS ar Fs] =0 (@) «~ 1D
. o'?I_: P . dvg - o
= Then, a Vlasov solving sequence (V) is performed as:
n o= [(Yer (P ; f Val
((v) - ( 2 XG 7 ’ 2 )

m At each step: 1 advection and 1 interpolation per grid point (by cubic splines).
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C22  Splitting into linear and non-linear parts (1/2)

dXiG _ * i i i
T vabs - VXg + Vexs, - VX5 + Vb, - VX5 (1)
dv, - MgV,
msd—f” = —ub.-VB-qb,-Vp+ SBG” Vexs, - VB )
where the i-th contravariant coordinates of the drift velocities are given by:
Ve, VX5 = Vig = B% [5,%] (EXB drift) 3)
and lIs
Vp, -Vxi =vi = Mave, + 1B [B X! ] (curvature drift) (4)
Ds " = =l—Fr g |IP
G Ds s BHSB G
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C22  Splitting into linear and non-linear parts (1/2)

dXiG _ * i i i
T vabs - VX + Vexs, - VX5 + Vb, - VX5 (1)
dv, - mgV,
msd—f” = —ub}-VB-qsb, -V + SBG” Ve, - VB 2)
where the i-th contravariant coordinates of the drift velocities are given by:
; ; 1 1= :
Ve, VXG = Ve, = 5o [@, %] (EXB drift) 3)
and lIs
Vp, -Vxi =vi = Mave, + 1B [B X! ] (curvature drift) (4)
Ds " = =l—Fr g |IP
G Ds s BHSB G

® Large shifts in (r, 0) and ¢ at each directional advection at high vg;

> Error of evaluation of electric field at each substep of the splitting

» Same idea than Y. Idomura [CPC '08] m» Separate between:

> linear terms and
> non-linear terms = depending on the electric potential ¢.
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Splitting into linear and non-linear parts (2/2) {ngm

m Equations (1)-(2) are split into two operators:

Linear operator £ Nonlinear operator N
dx! . ) dxi .
d_tG = VG”b; . VX& + Vp, - VXIG d_tG = VExB; * VXé
dv, dvg . o-  Msvg
ms df” = —ub; - VB ms dt” = —qib; - V§ + —3 'Vevs, - VB
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(é'Rfm

Splitting into linear and non-linear parts (2/2)

m Equations (1)-(2) are split into two operators:
Nonlinear operator N

Linear operator £
dx! . , dx
d_tG = vg b - Vx5 + vp, - Vxg a9t Vexg, - VXg
dvg . dvg . o, Msva
ms i - —ubg -VB st = —qsbs - Vo + B Vexg, - VB
U U
large displacements at large |vg| shifts coupled to E field
» Solved as previously on a At

» Trajectories precomputed in 4D one
times at the beginning and saved
» Runge-Kutta 2 with a small time step

ot = At/M with M = 64

» Cubic spline interpolation in 4D
= Computational time per global iteration nearly x 2 but At can be /
z Vai ¢ 5 P Vg y4 _
L(E) N(?/E/XG/E/ 5| L1135 where Z = (r, 0, ¢, vg))
# NumKin Workshop #

Virginie GRANDGIRARD
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C22 Relevant 4D case for numerical tests ?

© Difficult to test numerical schemes on 5D expensive computational simulations
m Work in progress: Definition of relevant cases for numerical tests

> More relevant than the 4D cylindrical drift-kinetic case proposed in
[Grandgirard, JOCP 2006] for phenomena appearing in tokamak plasma
simulations.

» Sufficiently small to be run on few cores during few hours.

m Objective: Tractable test cases for SELALIB platform

» SELALIB a numerical test platform for Vlasov solvers developed at
INRIA-Strasbourg. [E. Chacon-Golcher, P. Navaro]
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C22 Relevant 4D case for numerical tests ?

© Difficult to test numerical schemes on 5D expensive computational simulations
m Work in progress: Definition of relevant cases for numerical tests

> More relevant than the 4D cylindrical drift-kinetic case proposed in
[Grandgirard, JOCP 2006] for phenomena appearing in tokamak plasma
simulations.

» Sufficiently small to be run on few cores during few hours.

Objective: Tractable test cases for SELALIB platform

» SELALIB a numerical test platform for Vlasov solvers developed at
INRIA-Strasbourg. [E. Chacon-Golcher, P. Navaro]
U
m A 4D gyrokinetic toroidal case (i.e (r, 6, ¢, vg)) with 1 # 0) takes into account
> The curvature of the magnetic field lines  (i.e not cylindrical)
> The gyroaverage operator (Jo = I for y = 0)  (i.e not drift-kinetic)
> Motion in vg for the unperturbed trajectories (dvg,/dt = 0 for u = 0).
Case for results presented in the following
> p. = 1/75; Domain discretization: N, = 128, Ny = 128, N,, = 64, Ny, =92
» 256 cores during ~ 12 hours
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Drift-kinetic cases necessary but not sufficient for
test of numerical schemes (1/2)? @

LRfm

m RkK: In the following BSL refers to the scheme currently used in GYSELA

m BSL = L1-norm and energy well conserved in drift-kinetic 4D case (i.e p = 0)
[Latu, Grandgirard et al.,RR8054-INRIA 2012]

> Relative error of 10~¢ on L1-norm

drift-kinetic 4D case (mu=0)
T T T T

T
+—+ Llnorm: BSL

Relative error on L1-norm
=
o

H i H i i i
2000 4000 6000 8000 10000 12000 14000
time evolution
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Drift-kinetic cases necessary but not sufficient for

test of numerical schemes (1/2)?

m RKkK: In the following BSL refers to the scheme currently used in GYSELA

m BSL ™ L1-norm and energy well conserved in drift-kinetic 4D case (i.e u = 0)
[Latu, Grandgirard et al.,RR8054-INRIA 2012]

> Relative error on total energy conservation of few %

drift-kinetic 4D case (mu=0)
200 T T T T

T
i i | —+ Enkin: BSL
150} H - . i . . .|+ Enpot: BSL |4

: : | — Entot: BSL

100+

50 |

energie
=)

—100 -

=150 -

=200

2000 4000 6000 8000 10000 12000 14000
time evolution
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Drift-kinetic cases necessary but not sufficient for

test of numerical schemes (2/2)?

m BSL ™ Not exactly the same story for a gyrokinetic 4D case (i.e i # 0)
> Relative error on L1-norm of 10~° compared to 108 for drift-kinetic case

gyrokinetic 4D case (mu!=0)
T T T T

10 T T
+— Llnorm: BSL
10° s - |
SRy
i 4 I
£ i AT T
.E 3 i 1 ‘[ l " ‘ Il ‘
AT
- ‘ [l (s I
; | A I I i
STl ‘ I
ol |1 W] 1
% il
g
10'3,
10 1000 2000 3000 4000 5000 6000 7000 8000

time evolution

w  Gyrokinetic 4D case is more constraining than drift-kinetic 4D case
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Drift-kinetic cases necessary but not sufficient for

test of numerical schemes (2/2)?

m BSL ™ Not exactly the same story for a gyrokinetic 4D case (i.e i # 0)
> Relative error on L1-norm of 10~° compared to 108 for drift-kinetic case
» Degradation of the total energy conservation

gyrokinetic 4D case (mu!=0)
T T T

T T
i +—+ Enkin: BSL
600 - S . . . . .| =+ Enpot: BSL |4
+— Entot: BSL

energie
=)

200 e R

-400 -

=600 -

—800

1000 2000 3000 4000 5000 6000 7000 8000
time evolution

w  Gyrokinetic 4D case is more constraining than drift-kinetic 4D case
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Improvement with linear/non-linear splitting

ié'ijm

m Rk: In the following BSL-(L/NL) refers to the scheme with linear/non-linear

splitting.

m Comparison between BSL and BSL-(L/NL) schemes for gyrokinetic 4D cases
> Relative error on L1-norm not changed

Relative error on L1-norm

Virginie GRANDGIRARD

gyrokinetic 4D case (mu!=0)
T T T

T T
+—+ Llnorm: BSL
= L1norm: BSL-(L/NL)

L L
4000 5000

time evolution

L L L
1000 2000 3000

% NumKin Workshop #

L
6000

L
7000

80!
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Improvement with linear/non-linear splitting (é'Rfm

m Rk: In the following BSL-(L/NL) refers to the scheme with linear/non-linear
splitting.
m Comparison between BSL and BSL-(L/NL) schemes for gyrokinetic 4D cases
> Relative error on L1-norm not changed
> But significant improvement of energy conservation

kinetic 4D 1=0
800 gyrol :ns ic 1case (m]u )

T T
+—+ Enkin: BSL
_i| == Enkin: BSL-(L/NL)
|~ Enpot: BSL
| = Enpot: BSL-(L/NL)
+—+ Entot: BSL
Entot: BSL-(L/NL)

600

400 -

200

energie
=)

—200

—400

—600

i i L L
4000 5000 6000 7000 8000
time evolution

- L L L
800, 1000 2000 3000
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C22 New improvement: 6F on the linear part éRfm

m In afull-f code as GYSELA the distribution function is initialized as

F = Feq + 0F  with Fq equilibrium function and 6F perturbation

m Idea: Any function of constants of motion in the unperturbed characteristics is an
equmbrlum of the collisionless gyrokinetic equation.

= Use the fact that any function of the motion invariants is invariant by the linear
operator £(Z)

= New algorithm for the 4D linear splitting:
> Initialization of F., as a function of the motion invariants
» For each time iteration between t" and t"*':
@ OF"=F"-Fyq
& SF™ = L(6FM) « linear 4D advection
(3) Fn+1 — 6Fn+1 + Feq

= Objective: Use the fact that 4D interpolation of 6F should be better than on F
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Define an equilibrium function as function of the

invariants is not so trivial

= In an axisymmetric toroidal configuration a GK vlasov equilibrium is defined by
three constants of motion:

> the magnetic momentum p,
> the energy & = msV§, /2 + uB(r, 0) and
> the canonical toroidal angular momentum P, = i(r) + Ivg,/B(r, 0) where
Y(r) defined by dy/dr = —Byr/q(r) with g(r) the safety factor.
= Finding F.q as a function of the invariants (u, &, P,) with the two following
physical constraints is not trivial at all

> n(r) = [ Feqd6 dg dvg close to physical radial density profile
- T( r) f Feq€ dO do dvg/n(r) close to physical radial temperature profile

radiél dehsity brofife “ radial témpéréture profile
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C22a OF on the linear part improves conservation éRfm

m Rk: In the following BSL-(L/NL)-deltaF refers to the scheme with
linear/non-linear splitting and with 6F interpolation.
m Comparison between BSL-(L/NL) and BSL-(L/NL)-deltaF schemes for
gyrokinetic 4D cases
> Significant improvement on L1-norm during the linear phase

gyrokinetic 4D case (mu!=0)

10
10°
10°
E -7
2 10
-
i
g 10'3 L
s
g
s 107}
1
2
® 1910
ERTL S
o
10" Lgfeq
100 1, . . . = L1lnorm: BSL-(L/NL)
i i i /| #—e Llnorm: BSL-(L/NL)-deltaF
-13 L L L L L I I
10 1000 2000 3000 4000 5000 6000 7000 8000

time evolution
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OF on the linear part improves conservation éRfVVl

m Rk: In the following BSL-(L/NL)-deltaF refers to the scheme with
linear/non-linear splitting and with 6F interpolation.
m Comparison between BSL-(L/NL) and BSL-(L/NL)-deltaF schemes for
gyrokinetic 4D cases
> Significant improvement on L1-norm during the linear phase
> Small improvement of energy conservation

gyrokinetic 4D case (mu!=0)

= Enkin: BSL-(L/NL)
| #—e Enkin: BSL-(L/NL)-deltaF |.
— Enpot: BSL-(L/NL)
i | e—e Enpot: BSL-(L/NL)-deltaF
— Entot: BSL-(L/NL)
| e—e Entot: BSL-(L/NL)-deltaF

gy

energie
=)

—200

-400

—600 -

- L L L L L H H
8000 1000 2000 3000 4000 5000 6000 7000 8000

time evolution
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What is the impact of conservation on physical

CQ_a results?

= Impact of the different L1-norm and energy conservation is not significant on
physical results as temperature, pressure, turbulent heat flux, etc..

+1.507 gyrokinetic 4D case (mu!=0) 000001 gyrokinetic 4D case (mu!=0)

0.007

o \ oo \ I\"'V'M/\N‘/\/ij\f
3 N . i oo |

0.005

0.004 ~0.00002

Pressure

0.003 ~0.00003

Turbulent heat flux

0.002 ~0.00004

— Press: BSL 000005 — QGCr: BSL
Press: BSL-(L/NL) - QGCr: BSL-(L/NL)
- - Press: BSL-(L/NL)-deltaF - - QGCr: BSL-(L/NL)-deltaF
000 2000 3000 4000 5000 6000 7000 8000 ~0.00006, 1000 2000 3000 4000

pressure time evolution turbulent heat flux time evolution

0.001

0000 5000 6000 7000 8000

= An impact could appear for long time simulations
m Even with standard BSL scheme GYSELA code has shown

> An accurate description of the radial force balance [Dif-Pradalier, PoP 2011]

> An accurate conservation of the toroidal angular momentum
[Abiteboul, PoP 2011]

w» Which impact of non-conservation of L1-norm and energy on physical results ?
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Ce2a Conclusion - Perspectives

m Each GYSELA simulation = a numerical experiments
— Several weeks on several thousands of core
(ex: Grand Challenge Curie 2012: 15 days on 16384 cores)
— Several TBytes of data to store and to analyse
= Exascale HPC will be required for realistic simulation with both ions and kinetic
electrons
— Promising results: Weak scaling - relative efficiency of 91% on 458 752 cores

= Not trivial to define test cases with complexity close to realistic cases but
tractable for numerical tests

» Drift-kinetic 4D case necessary but not sufficient
- Gyrokinetic 4D test case most constraining

m The semi-lagrangian scheme can been improved in the GYSELA code
> by using an linear/non-linear splitting
> by interpolating on 6F instead of F
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Collaborations:
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< Strasbourg, Nancy, Marssg
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— Strasbourg, Bordeaux

IPL INRIA (march 2013-201
— Nice, Bordeaux
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Collaborations with IPP Garc
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